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Childhood adversity can have wide-ranging and long-lasting effects on later life.
But what are the mechanisms that are responsible for these effects? This article
brings together the cognitive science literature on explore-exploit tradeoffs, the
empirical literature on early adversity, and the literature in evolutionary biology
on ‘life history’ to explain how early experience influences later life. We propose
one potential mechanism: early experiences influence ‘hyperparameters’ that
determine the balance between exploration and exploitation. Adversity might ac-
celerate a shift from exploration to exploitation, with broad and enduring effects
on the adult brain and mind. These effects may be produced by life-history adap-
tations that use early experience to tailor development and learning to the likely
future states of an organism and its environment.

Bridging life history and learning

Early experiences can have broad and lasting effects on later health and thriving [1-3]. These ef-
fects are clearly not deterministic; many people are resilient, but early adversity increases the
chance of later difficulties. The practical importance of these findings is clear. But they pose a cru-
cial question: how and why does this happen? One possibility is that there is a cascade of causes:
childhood adversity tends to lower school performance, which tends to lower incomes, which
tends to lower health, and so on. Another possibility is that early adversity may damage the
developing organism, leading to deficits that are difficult to overcome. Both these processes
are likely to play a part in some cases. However, they do not seem to explain the coherent and
wide-ranging effects of early experience, in particular, the consistent acceleration of various
aspects of development (see later).

We hypothesize that early experiences influence hyperparameters (see Glossary), which control
processes of learning and development. These parameters determine how learning takes place
rather than the content of what is learned [4—7]. Hyperparameters have been employed to explain
many types of learning and development, from phenotypic plasticity to sensitive periods to
reinforcement learning to Bayesian causal learning. The values of hyperparameters may them-
selves be acquired or modified based on experience [8-12]. Here, we focus on a particular
type of hyperparameter that controls the balance between exploration and exploitation. This
hyperparameter appears to vary between individuals in ways that influence behavior across
multiple different contexts [13], though more work on generalizability is needed.

The explore—exploit contrast has been discussed most often in the literature on reinforcement
learning (e.g., [8]), but it applies much more widely. There are many cases, across diverse do-
mains, where an agent must choose between searching widely versus within a narrower range
of options, prioritizing information versus reward, or maintaining flexibility versus increasing spe-
cialization. These are all instances of a more general tradeoff between exploring the space of
possible solutions and exploiting a particular solution: a tradeoff formalized in optimization theory
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[14]. Exploration and exploitation are ends of a continuum — from broad to narrow, noisy to
efficient, oriented to information or to reward — rather than a dichotomy.

Recent evidence suggests that there is a characteristic developmental shift from exploration to
exploitation (see [4] for a review). We propose that early adversity may accelerate this shift.
Moreover, we argue that acceleration is produced by evolved life-history adaptations that use
early-life cues — observations that provide information about the state of the organism or the
environment — to tailor the organism to anticipate future conditions. To make this argument, we
bring together three different literatures: computational accounts of learning and development
in cognitive science, empirical studies of early adversity, and life-history theory (Figure 1).

Bridging these research programs is also timely because these communities are already crossing
this divide. First, neuroscientists are exploring the effects of adverse environments on the pace of
brain development. This work is often guided by the hypothesis that, if energetic resources are
adequate for growth [15,16], chronic adversity may accelerate the rate of brain maturation, in
concert with life-history traits (e.g., puberty [17-20]), to prepare juveniles for early independence
and reproduction [21-24]. If an explore—exploit shift is instantiated in processes of brain matura-
tion, as seems plausible, these neural accelerations might reflect an acceleration in that shift, pro-
duce such an acceleration, or both. The proximate phenomenon of brain maturation acceleration
might ultimately be explained by the evolutionary advantages of an earlier shift to exploitation,
which would facilitate early independence.

Second, evolutionary biologists are studying how plasticity and learning develop in concert with

classic life-history traits — such as longevity, the age at first birth, and grandparental investment
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Figure 1. Developmental changes that may be accelerated by adversity. Over the past decade, three independent
bodies of work have converged on findings suggesting that chronic adversity may accelerate particular developmental
processes in the body, brain, and mind. We argue that these effects are produced by evolved adaptations, favored by
natural selection, that use early experience to tailor individuals to anticipated future conditions. Athough these bodies of work
have operated largely independently, there is great scope for synergy between them. Figure created with BioRender.com.
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Glossary

Ancestral cue hypothesis: the mind
has evolved to respond to specific
events (e.g., fights) that provide
information about environmental
conditions, current and future

(e.g., mortality rate in the broader
ecology).

Cue: an observation that provides
information (i.e., reduces uncertainty)
about the state of the organism or the
environment.

Directed exploration: an agent
focuses its search where it is most likely
to gain new information.
Hyperparameter: a parameter that is
set before learning begins, and whose
value controls the leaming process,
rather than being estimated during
learning.

Learning: the acquisition or
maodification of information, abilities, or
responses as a result of experience.
Life-history theory: a framework for
studying how organisms allocate limited
resources (e.g., time, energy) between
different activities (e.g., growth,
reproduction) across the lifespan.
Local optimum: the best solution to a
problem within a small neighborhood of
possible solutions; all small changes will
lead to worse options, but a large shift
might lead to a substantially better
solution (e.g., the global optimum).
Multiarmed bandit task: a classic
reinforcement learing task modeled on
a ‘one-armed bandit’ slot machine.
Agents must choose between different
options with different past histories of
reward. An exploit choice is to always
choose the arm with the greatest past
history of reward. But exploration, by
occasionally choosing the other arm,
allows the agent to detect whether the
environment has changed.
Phenotypic plasticity: the ability of an
organism to change its phenotype in
response to environmental conditions.
Sensitive period: a period or life stage
in which experience shapes a
phenotype to a larger extent than the
same experience does in other periods
or life stages.

Simulated annealing: a computational
technique for searching through
complex high-dimensional spaces to
find accurate problem solutions,
which typically begins with a broad
‘high-temperature’ search that visits a
wider range of lower-probability
solutions and then ‘cools off’ to settle on
a narrower and less variable search.
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The explore-exploit tradeoff
Many types of learning and development can be understood as searches through a high-
dimensional space of possible states, hypotheses, or policies [14,31]. An agent begins at a par-
ticular point in that space — with a particular set of states, hypotheses, or policies — and then
moves through the space to discover new ones. There is an intrinsic tradeoff between searching
widely, with the chance of finding optimal outcomes, and searching more narrowly for ‘good
enough’ solutions that can be quickly implemented. A narrower, more exploitative search is more
likely to lead to an effective solution quickly, but may leave the agent stuck in a local optimum. In
local optima, all small changes will lead to worse options, but a large shift might lead to a substantially

better solution.

Exploitation allows an agent to accumulate resources in the short run. Exploration is costly as it
requires resources to learn about the environment. However, exploration may pay off in the longer
run, particularly when the environment is complex and variable and time horizons are long. If the
search space is large and has many dimensions, there is no simple way to resolve this tradeoff.
However, different computational strategies ensure that exploration takes place despite its
short-term cost [6,8,32,33] (Box 1).

A common approach is to begin with more exploration and gradually converge on exploitation
(e.g., [34]). For example, in simulated annealing, systems begin with a higher-temperature,
noisier, more random search, and gradually cool off to a more detailed and focused one [14].
Similarly, machine-learning systems typically start with a hyperparameter specifying a high learning
rate — that is, the model changes more easily in response to new data leading to more exploration —
and gradually decrease that rate, so that new data have less effect. This shift can take place on
many different timescales. Some machine-learning techniques employ cycles of exploration
followed by exploitation (e.g., [35]).

Biological organisms may employ a similar technique over their lifespan, beginning with a
protected exploratory period, in which resources are provided by others, and gradually shifting
to a more competent period of exploitation [4,36-38]. In this view, childhood itself could be con-
strued as an evolved life-history solution to the explore—exploit tradeoff [4]. Consistent with this
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Box 1. Computational strategies to ensure exploration

There are different specific computational strategies that instantiate the balance between exploration and exploitation. One
way to ensure exploration may simply be to search more widely. In Bayesian learning, if some hypotheses have a much
higher initial probability than others (a ‘peaked’ prior), they are more likely to be sampled or considered, and the search will
be narrowed. If different hypotheses have more similar initial probabilities (a ‘flat” prior), a wider range of hypotheses will be
considered [52,53]. If agents start with flatter priors, which become more peaked as they learn more, this would naturally
implement an explore-then-exploit sequence. The shift from flat to peaked priors characterizes human learning and might
seem obvious and intuitive. But agents could also start with a highly peaked prior, with strong innate preferences for certain
hypotheses or policies, and gradually flatten that distribution with experience. This does indeed seem to be the case for
‘precocial’ species, such as chickens, who mature quickly and rely more on innate structure than learning, and who
may use general associative learning to modify that structure later.

Another group of strategies involves adding random noise to the search process. A common technique is to change the
temperature of the search, using a ‘hotter’, noisier, more random search initially to ensure exploration and escape local
optima and gradually ‘cooling off’ [8,14,33]. For example, in a reinforcement learning multiarmed bandit task, an agent
must choose between a policy that has been more rewarding in the past and a less rewarding one. An agent might simply
randomly decide to occasionally sample the less rewarding arm of the bandit: the explore rather than exploit choice.
Human children do indeed seem to engage in more random exploration than adults [6,52].

Yet another strategy is to prioritize obtaining relevant information about the environment over immediate reward. There is
considerable evidence that even infants are intrinsically motivated to seek information, and by early childhood children will
consistently act to gain more information [87]. In directed exploration in reinforcement learning, agents prioritize actions
that are most likely to produce relevant information rather than responding randomly. There is evidence that both adults
and children produce directed as well as random exploration [33,51], but also that children are less strategic in their use
of directed exploration than adults [88].

Finally, the temporal structure of exploration and exploitation may vary. Classically, exploration precedes exploitation, but
there may be explore—exploit cycles. Exploration may also increase for particular domains in particular later periods: for ex-
ample, adolescents may show an increase in exploration in the social domain [54], and a return to exploration may occur in
adults in particular contexts [89]. Although these strategies differ in detail, they all help ensure that exploration takes place
and so help resolve the broader explore—exploit tradeoff. An open question is whether and how early experience influences
the development of these different forms of exploration.

idea is the correlation across species between the length of childhood and adult intelligence,
flexibility, and learning, as well as brain size and neuron count ([18,39-41], but see [42]).

Hyperparameters change across development: from exploration to exploitation
Recent theory and data suggest that there are indeed changes in hyperparameters of learning
across ontogeny. There is increasing evidence for general shifts from exploration to exploitation
across many types and levels of learning and development, ranging from phenotypic plasticity
to abstract theory formation, as well as related changes in information processing, affect, and
motivation [4,5,36-38,43].

Although the exploration—exploitation tradeoff is classically applied to learning problems, pheno-
typic plasticity — the ability of an organism to change its phenotype (including its body, mind, and
brain) in response to environmental conditions — can also be understood in this way (Box 2).
Organisms face a similar tradeoff when they search through the space of potential phenotypes
and through the space of potential policies or hypotheses. More plastic species, or individuals
in more plastic sensitive periods, explore a wider space of phenotypes than less plastic species,
or individuals at less plastic stages. Plasticity comes with benefits — allowing adaptation to a wider
range of environments — but also with costs: the more plastic immature organism is less well
adapted to any environment.

Across the tree of life, sensitive periods tend to occur early in ontogeny (Box 2). In human lan-
guage learning, infants begin with the ability to learn all the phonetic contrasts in the world’s
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Box 2. The evolution and development of sensitive periods

Sensitive periods — in which the impact of experience on traits is larger than in other periods — are widespread in nature, but
their evolution is not well understood [89]. Formal modelers have recently explored the conditions in which sensitive pe-
riods are favored by natural selection [73,90]. These models capture development as a process in which organisms learn
about their environments and tailor their phenotypes to the environmental state. In some models, the environmental state
changes very slowly relative to an organism’s lifespan, remaining nearly stable within generations [83,91-94]. In others, the
environment fluctuates at a noticeable rate within generations as well [30,95]. Collectively, these models provide insight
into key features of sensitive periods (e.g., timing, duration) at different levels of organization (Figure I): between species
(e.g., some birds learn new songs only early in life, others throughout their lifetimes), between individuals (e.g., children
maturing at different rates following adversity), and between traits (e.g., cognitive and emotional systems recalibrating at
different rates to changed environmental conditions).

Some findings are robust across models. If the environment is stable within generations, plasticity is often highest early in
ontogeny and gradually declines while organisms reduce their uncertainty. This process might result in ‘critical periods’, after
which plasticity drops to zero. If the environment fluctuates within generations, sensitive periods may occur at the onset, mid-
way through, and even toward the end of ontogeny, but critical periods are not favored [30] unless changing phenotypes is
inherently costly [95]. If the reliability of information increases across ontogeny, sensitive periods may occur at later developmen-
tal stages. Perhaps adolescents are particularly sensitive to peer feedback [96] because this feedback is more informative about
social status or desirability in adulthood than feedback received in early childhood ([94], contextualized by Gee [97]).

In stable as well as fluctuating environments, the trajectory of plasticity depends on the degree to which uncertainty about
environmental conditions persists across ontogeny. Individuals who have more consistent experiences lose plasticity earlier
in ontogeny than individuals who have less consistent experiences [73]. This result fits evidence showing that noisy informa-
tion or lack of information may prolong plasticity. For instance, bilingual infants show a more gradual decline in plasticity than
monolingual infants [98]. In zebra finches, the absence of tutors extends the window for song learing [99]. In Japanese ma-
caques, lack of face input prevents perceptual narrowing [100]. In rat pups, white noise delays auditory specialization [101].
Although the effects of noisy information or lack of information are complex, the rate at which the brain infers the statistical
structure of the environment is likely one process that sets the parameters of learning mechanisms [102].

Between species 4 4 > é é

Between individuals, 4 — 4
within species

-0

Between different traits,
within individuals

Figure |. Variation in plasticity across levels of organization. The developmental trajectory of plasticity, such as the
timing and duration of sensitive periods, varies: between species (top row), between individuals of the same species
(middle row), and between different traits within a single individual (bottom row). A complete understanding of this
variation requires proximate explanations, which focus on causation (neural, cognitive, and physiological processes)
and ontogeny (developmental processes), and ultimate explanations, which focus on phylogeny (e.g., ancestral
precursors) and function (e.g., adaptive value).
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languages. As they gain more experience, they narrow the range of possibilities, until adults are
unable to even hear distinctions in nonfamiliar languages [44,45]. In face perception, a broad non-
specific system becomes gradually tuned for processing species-specific faces [46,47]. There is
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also progressive specialization in motor development: behaviors are initially broadly tuned to their
goal and become increasingly efficient during the first year of life [48]. In all these cases, an initial
wider exploratory search converges on a narrower implementation of a solution.

The most extensive research on the explore—exploit tradeoff has taken place in reinforcement
learning. In multiarmed bandit tasks, an agent must choose between implementing policies
that have been rewarding in the past or experimenting with unknown or less rewarding options.
Younger agents show more exploration in these tasks [13,49-51]. Moreover, recent work sug-
gests a process akin to simulated annealing takes place across development, with children
employing a more high-temperature search than adults [6,37].

The same pattern emerges in Bayesian hypothesis learning and theory formation, where agents
‘sample’ potential hypotheses and then compute their probabilities [52]. In causal learning tasks,
children are better than adults at learning unusual hypotheses [53,54], suggesting a broader or
‘hotter’ search through the space of possible hypotheses (Box 1). Similarly, children are more
likely than adults to search and find new hypotheses when the environment changes [7,32].
Younger children are also more willing to bear the costs of exploration than older children and
adults, and this makes them better learners [55]. In a ‘creative foraging’ task, children find more
variable and unique solutions than adults [56]. In an effort-based information sampling task, ad-
olescents seek a higher evidence threshold before deciding compared with adults [57]. But not
all studies have found a transition from more exploratory to less (e.g., [58,59]); future work may
clarify boundary conditions.

There are related shifts in information processing. Children have a wider focus of attention
than adults, a ‘lantern’ rather than a ‘spotlight’ [60], taking in information even when it is not
immediately relevant to their goals [61]. Similarly, younger children are less efficient at
remembering material that is relevant to their goals, but better at remembering unattended
information [49]. There are associated shifts in motivation and affect. Curiosity and playful-
ness motivate exploration and are characteristic of younger animals, including children.
Both human children and rat juveniles are less subject to avoidant fear conditioning than
adults, and may actually approach cues to unpleasant stimuli, though only if a caregiver
is present, prioritizing information over reward [62]. This pattern would also contribute to
exploration.

This example also raises the question of the relationship between exploration and risk-taking.
People living in adverse conditions tend to be oriented more toward immediate rewards. This
may be necessary to meet their basic needs, and reasonable because future rewards are
unlikely to materialize [63]. In some situations, this present-orientation may lead to a kind
of risk-taking that involves less exploration (e.g., taking out a high-interest loan that will
be difficult to repay, without considering alternatives). However, risk-taking can also be
motivated by the desire for more exploration. In the fear conditioning case, for example,
approaching the cue to the unpleasant stimuli is a form of exploration. It provides information —
does the cue reliably predict the effect? — even at the cost of loss. This is also true in the
balloon emotional learning task (see later), where the agent gets a reward each time they inflate a
balloon, but loses all the reward if the balloon pops. The agent who continues to inflate learmns
the relation between action and outcome even as they experience the loss. Thus, in our view,
people who experience adversity might show risk-prone behavior if this can lead to immediate
reward, and risk-averse behavior if information search trades off with exploiting resources. So,
our view differs from existing claims that people living in adverse conditions take more or less
risk in general.
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Does adversity shorten childhood exploration?

It is plausible that human children have evolved capacities to produce adaptive responses to at
least certain forms of adversity. Across human evolution, children have been exposed to higher
levels of adversity (e.g., threat and deprivation) than is typical in industrialized societies [64]. More-
over, as these levels were highly variable over time and space, natural selection has likely favored
the ability to develop adaptive responses to these adversities, notwithstanding their detrimental
effects [64]. Shortening the period of childhood might be one such response.

The empirical record suggests an association between early adversity and accelerated life history
[17-20], although there may be different patterns in different human populations [65]. For in-
stance, both puberty and adult teeth emerge earlier in children with more adverse experiences
[66]. Some types of neural development — changes in cortical thickness, functional connectivity,
and amygdala connectivity — also appear to be accelerated in adverse conditions, and slowed
down in enriched ones [24]. The stress acceleration hypothesis makes this same argument
for emotion development, including fear conditioning and emotion regulation [21-24].

All of these accelerations may be related to explore—exploit shifts. However, much empirical work
remains to be done to test the hypothesis that early adversity, in particular, accelerates the
explore—exploit shifts in learning and development. An ideal test would concurrently document
the development of life-history traits and explore—exploit behaviors in a longitudinal study.

There are some suggestive findings already. In adult rats, contemporaneous chronic stress and
deprivation shift behavior from exploration to exploitation [67,68]. Similarly, human adults who ex-
perienced more stress in the past month exploited rather than explored in a virtual foraging task
[69]. In another study, youth who had experienced early institutionalization explored less in the
balloon emotional learning task [70]. Adults who experienced early economic adversity also
showed less exploration on this task, and were averse to risk-taking in uncertain contexts [63].
Adolescents who experienced early maltreatment were less cognitively flexible; they were less
likely to change their responses in the light of new evidence, analogous to a lower learning rate,
and this response correlated with the amount of adversity [71]. All of these findings suggest
less exploration.

Accelerated neural, emotional, and cognitive developmental changes may confer immediate sur-
vival benefits, although they come with a cost through less flexibility in the long run. This reflects
the explore—exploit tradeoff. Settling quickly on good-enough solutions and focusing on immedi-
ate rewards might increase survival in an environment with scarce resources and short time ho-
rizons. Exploring possible solutions more widely and gathering more information is advantageous
when the environment is richer and more complex and horizons are longer.

It may be adaptive to prioritize exploitation over exploration in response to early adversity for two
reasons (Box 3). First, early adversity may be a cue that environmental conditions will be unfavor-
able in the future — limited or unpredictable resources, high levels of threat — favoring an earlier shift
to exploitation (an external predictive adaptive response). Second, early adversity may directly
cause somatic damage that shortens the anticipated lifespan favoring accelerated development,
irrespective of future environmental conditions (an internal predictive adaptive response [72-74]).
These theories are mutually compatible. Both would explain why early experience shapes the
timing of the explore—exploit shift. To the extent that predictive adaptive responses continue to
operate across the lifespan, both processes could also explain, at least in principle, why adverse
conditions influence explore—exploit behavior in adulthood as well, although early experience
appears to have a particularly large effect.
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Box 3. How do people assess environmental conditions to guide life histories?

There are numerous intriguing questions at the intersection of cognitive science and life history. Here, we ask: how do peo-
ple assess environmental conditions to guide their life histories? We discuss two hypotheses — ancestral cues and statis-
tical learning — based on the work of Young et al. [103].

According to the ‘ancestral cue’ hypothesis, the human mind has evolved to respond to specific events (e.g., fights) that
provide information about current and future environmental conditions (e.g., mortality rates in the broader ecology), which
influences life-history development. There are examples in other animals. If female parasitic wasps detect changes in baro-
metric pressure associated with thunderstorms, which might cause mortality, they increase reproductive effort by laying
more eggs in low-quality hosts [104]. Similarly, if over human evolution exposure to violence predicted higher mortality,
or moving into new territory predicted greater unpredictability, our ‘stone-age minds’ might use these cues to adjust life
history (e.g., invest more in fertility and less in survival, but see Box 4).

According to the ‘statistical learning’ hypothesis, humans estimate the statistical structure of the environment by integrating
experiences across ontogeny [103,105], without necessarily relying on ancestral cues, and these estimates influence life-history
development. Empirically, humans are able to learn evolutionarily novel cues (e.g., gang signs indicate danger), update the
weights of cues [106], and use prediction errors (.., differences between anticipated and actual conditions) to estimate the un-
predictability and controllability of the environment [107]. People might integrate across these sources of information (time se-
ries) to build models of their environments, which influence life histories. The ‘ancestral cues’ and ‘statistical learning’
hypotheses are mutually compatible: people may combine ancestral and learned cues in developing models of their world
[108] (Figure ). Empirical work suggests that people may vary in the extent to which they rely on each type of cue [108].

Ancestral cues and statistical learning have different pros and cons. Ancestral cues are efficient: a developmental response
may be triggered by only limited exposure to the cue. There is no need to track, store, and use experiences to build models
of the environment. However, this simplicity implies lower flexibility: people are unable to learn new cues, update cue reli-
abilities (e.g., if the environment changes), and extinguish the weight of ancestral cues [103].

Future theory can explore the conditions in which organisms should rely on ancestral cues or statistical learning, or both,
using the framework of statistical decision theory [109]. Future empirical research can quantify the statistical structure of
people’s environments [103,105], and examine whether it predicts life-history outcomes as well, better, or worse, than
their exposures to ancestral cues. Future work should also explore whether and how early experience has an influence
on later development through ancestral or statistical cues or both.

Ancestral cue hypothesis

Detect
ancestral

cues

i Adaptive
Experience Learning Estimate —_— p
novel cues response

\ Updating /

cue weights

Prediction
errors

Statistical learning hypothesis
Trendsin Cognitive Sciences

Figure |. Assessing current and future environmental conditions. The ‘ancestral cue’ hypothesis states that human
development responds to specific events that provided information about broader ecological conditions across
evolutionary time. The statistical learning hypothesis states that the mind uses a variety of learning strategies to develop
estimates, including (but not limited to) learning novel cues, updating cue weights, and prediction errors. These
hypotheses are not mutually exclusive: people might combine ancestral and learned cues in developing models of their
world. Adapted from Young et al. [103].
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Modeling the evolution of development in life-history theory

Our hypothesis, then, is that adversity accelerates the explore—exploit shift, a plastic response
produced by an evolved adaptation. The question of ‘how’ such an adaptation could evolve fits
within a branch of evolutionary biology called life-history theory. Life-history theory is not one the-
ory, but rather a framework for studying how organisms allocate their limited resources (e.g., time
and energy) between different activities (e.g., growth and reproduction) across their lifespan
[75,76]. Itis a broad framework for studying questions about tradeoffs, not a particular set of pre-
dictions [20,77]. However, the framework allows us to build specific models, which do make pre-
dictions, very successfully in some cases.

In the past 15 years, the number of studies bridging psychology and life history has increased rap-
idly [78,79]. This trend has led to new developments. First, early work explored life-history traits that
directly affect survival and reproduction, such as the age of first birth, the number and quality of off-
spring, reproductive lifespan, and aging. Recent research incorporates the idea that life-history
strategies also include psychological traits, such as risk-taking and impulsivity [17-20,25,26,63].
We would add hyperparameters for exploration to this list.

Second, the early work focused mainly on variation between species or populations. Recent work
often examines individual differences, and in particular, the hypothesis that there is a fast—slow

Box 4. Does extrinsic mortality favor ‘fast’ life histories?

A widespread claim is that higher extrinsic (i.e., unavoidable) mortality favors faster life histories; that is, organisms should
invest more in fertility and less in survival [110]. The intuition is simple: if death looms large, organisms should reproduce
early and often, before it is too late. However, the reality is more complex. Formal modeling shows that higher mortality
might actually accelerate, decelerate, or have no impact on the pace of development [111]. Our hypothesis — that adversity
accelerates the explore—exploit shift — fits with a fast-slow continuum of individual differences based on plastic responses
[17-20] (for recent meta-analyses, see [112,113]). However, we do not subscribe to the widespread claim that life-history
theory ‘predicts’ such a continuum. To clarify why, we need to share a basic insight from formal evolutionary theory. Our
exposition follows the logic of a recent guide for the perplexed [80] (see also https://www.danielnettle.org.uk/2022/02/18/
live-fast-and-die-young-maybe/).

Meet two strategies: fast and slow. Fast produces offspring only at time 1, then it dies. Slow produces offspring at times 1
and 2, if it survives to time 2. All else being equal, lower mortality means more slow individuals survive to time 2, increasing
this strategy’s lifetime fitness relative to fast. This scenario is consistent with the widespread claim that lower mortality fa-
vors slower strategies (later reproduction). However, all else is not equal; when mortality goes down, the population begins
to grow exponentially (Figure ).

This places a premium on early reproduction: early-produced offspring contribute a greater share to future generations
than late-produced offspring; after all, early-produced offspring contribute descendants as well [80]. This is analogous
to a growing economy: the faster the growth, the better for those who invest early. In a fast-growing population, the pop-
ulation growth rate (which factors in the timing of reproductive events) is thus a better measure than lifetime reproductive
success [114]. In contrast to the widespread claim, lower mortality does not change selection pressures for fast versus
slow strategies. The premium on early reproduction cancels out exactly the benefit of the second reproductive attempt
for the slow strategy in an exponentially growing population.

But no population can grow rapidly forever. It matters what makes population growth slow down: higher mortality, lower
fertility, or migration. We focus on higher mortality occurring in a dense population (e.g., due to intense competition for re-
sources, faster-spreading disease). The question then is: who suffers from high density, juveniles or adults? If juveniles, the
outcome matches the widespread claim: more juveniles will die at high densities, while adults survive, and slow adults can
reap the reproductive benefits of a robust body. But if adults suffer from high densities, it is pointless to invest in a robust
body, and better to shift investment to reproduction. In this scenario, in the opposite of the classic prediction, decreased
extrinsic mortality — which leads to higher densities that harm adults more than juveniles — selects for fast strategies. Finally,
if juveniles and adults are affected equally, higher mortality has no impact on the pace of development [111].

Building a solid bridge between life history and learning requires embracing theoretical nuances and tailoring new models
to the peculiar features of human life history, including social learning [27,28].
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Figure I. The effects of lower mortality on reproductive strategies. Evolution by natural selection maximizes the
proportionate representation in future generations. When mortality goes down, the population begins to grow
exponentially. In such a growing population, offspring produced earlier (the left-hand star) can become an ancestor to a
greater fraction of the population by time 3 than offspring produced later (the right-hand star). This is because an early-
produced offspring is placed when the cone is narrower, and so its descendants begin their exponential growth in
number sooner. Adapted, with permission, from de Vries et al. [80].
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continuum, where faster individuals mature at a younger age, have more offspring, invest less in
each offspring, and senesce and die earlier [17-20]. This broader focus dovetails with the new hy-
pothesis that adversity promotes a ‘fast’ strategy, accelerating the pace of brain development
[21-24]. Again, our hypothesis about the accelerated explore—exploit shift fits with this general
approach. We emphasize, however, that both our and the other hypotheses about fast strategies
in response to adversity are inferred from empirical observations, not deduced from formal theory
[77,80,81]. Infact, formal theory ‘predicts’ accelerated maturation following adversity under a lim-
ited set of conditions, and not for the reasons people often think (Box 4).

There is a well-established formal theory exploring the conditions in which phenotypic plasticity is
favored by natural selection over nonplastic development [73,82]. However, the majority of this
work has not studied strategies for exploration. Rather, it has assumed a two-stage life history.
In the first stage, organisms sample a cue, or they do not sample, relying instead on (epi)geneti-
cally inherited information. In the second stage, organisms develop a phenotype, instantaneously
or after a time lag [83]. These models do not allow organisms to explore more or less, broadly or
narrowly, or maintain flexibility or increase specialization for exploitation, while constructing their
phenotypes incrementally in a series of small steps [83-85].

Recent work has modeled phenotypic plasticity as an explore—exploit tradeoff [73]. These models
capture development as a sequential decision-making process, in which organisms learn about
their environments while gradually tailoring phenotypes (Figure 2). This approach affords a

Stable or changing Stable or changing

environment environment
/ \ POSterior

2__Q__ e . __ N

Birth Sample cue Adjustment Mature organism

U/

Repeat

Childhood Adulthood

Trends In Cognitive Sclences

Figure 2. Formal models of the evolution of development. Organisms start out with a prior estimate of their environment. This estimate reflects the distribution of
environmental states experienced by a species. Then organisms may sample cues that provide information (reduce uncertainty) about the current environmental state. The
cue reliability determines the extent to which cues reduce uncertainty. Both the environment and the cue reliability may be stable or variable across ontogeny. If the
environment is autocorrelated, cues predict future states of the environment. After sampling a cue, the organism updates its estimate (posterior) and may develop a
phenotype. In models of incremental development, organisms gradually tailor their phenotypes to the environment, rather than instantaneously. Using optimization
methods, we find the optimal policy for different evolutionary ecologies: combinations of priors, cue reliabilities, rates of environmental change, and other features of the
environment, such as food availability, predator density, and pathogen risk. For each potential state of the organism, the optimal policy specifies the optimal decision:
whether to sample and which phenotypes to develop. In response to experiences — cues and other events influencing the phenotype (e.g., lowered somatic quality following
an accident or predation) — the policy produces developmental trajectories and mature phenotypes. Adapted, with permission, from Walasek (https://osf.io/9tgs6/).
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wider range of developmental trajectories and outcomes, with organisms sampling more or less at
different times in development. These new models have already shed light on species-typical sensi-
tive periods, and the effects of postnatal experiences on their timing and duration (Box 2). But these
models typically hold life history constant, exploring only how ecology (e.g., rates of change) and ex-
periences (e.g., cue reliability) shape levels of plasticity across ontogeny. They have not allowed life
history, plasticity, and learning to vary and influence each other in a coevolutionary dance.

We know of only two models exploring how variation in longevity, a life-history trait, affects plas-
ticity across ontogeny. These models reach different conclusions. In one model, if adulthood is
long, organisms rely not on childhood cues, but instead on inherited information about long-
term environmental conditions [30]. In the other model [29], adults continue to be able to use
cues to improve the phenotype—environment match, and thus longevity favors plasticity. In
birds and mammals, high plasticity is associated with longer lifespans [4,42], but in certain spe-
cies of fish, high plasticity is associated with shorter lifespans [86]. Future work could examine
which factors moderate this pattern of associations.

Formal models have also explored how learning coevolves with life-history traits. One model has
explored the extent to which social (vs. individual) learning is favored as a function of births and
deaths in different age classes, and the degree of competition, in a population [27]. Its results
are surprising: organisms with ‘fast’ life histories often evolve greater reliance on social learning
than those with ‘slow’ life histories. It thus remains an open question why many primates — and
humans, in particular — have slow life histories yet are brilliant social learners. Another model
has explored the conditions that favor teaching as well as the optimal ages of teaching and learn-
ing [28]. In many conditions, this model favors youths tutoring each other, and elderly instructing
youth, while peak-productive adults produce rather than teach. These predictions are supported
by cross-cultural analyses of hunting [28].

Concluding remarks

We envision exciting directions for future work (see Outstanding questions). There are different
types of adversity, from neglect to threat to unpredictability, and different types of exploration
and exploitation in different domains. A key task will be to examine how all of these are related.
The developmental trajectory may also be more complex than simply exploration followed by
exploitation; for instance, there may be explore—exploit cycles, and adults may recover their ca-
pacity for exploration in particular contexts. Moreover, the effects of adversity are clearly not de-
terministic; many people show resilience. Finally, there should be formal theory exploring in which
environmental conditions it is adaptive for adverse experiences to accelerate the explore—exploit
shift (Box 4).

The acceleration hypothesis also has practical implications. There are cognitive, emotional, and
neural consequences of early adversity or enrichment. A common view is that early enrichments,
like preschool, instill particular kinds of knowledge or skill that are useful later, and adversity
makes these skills less available. Our hypothesis suggests a rather different yet complementary
picture. Cues to early nurture may allow a longer period of more flexible learning rather than
instilling particular skills or content. This may help explain the broad and enduring effects of
early adversity, ranging from lower income and education to depression and anxiety. The nurture,
care, and investment children receive may allow a world of wider possibilities.
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Outstanding questions

Does the explore—exploit shift develop
in concert with, or independently from,
life-history traits (e.g., pubertal timing),
physiological traits (e.g., metabolic
rate), and other psychological traits
(e.g., risk-taking, impulsivity)?

Do such correlations (e.g., between
faster maturation and earlier explore—
exploit shift) exist not only among
individuals, but also across species?

What changes in affect and motivation
accompany the shift from exploration
to exploitation?

Is the explore—exploit shift specific to
certain domains of development or
general across them (e.g., cognitive,
socioemotional, motor)? Do different
domains have different developmental
trajectories?

Does early experience influence
the pace of development through
ancestral or statistical cues or both?

Do explore—exploit shifts change
reliance on individual learning versus
social learning? Do such effects vary
between different sources of informa-
tion (e.g., parents or peers) and for
different types of social learning
(e.g., copying the majority or imitating
prestigious individuals)?

What can formal modeling teach us
about the effects of early adversity on
exploration?

How do different types of adversity —
such as threat, deprivation, or unpre-
dictability — influence the development
of exploration?

Are there different effects on different
types of exploration (e.g., random vs.
directed)?

Do evolved responses to anticipated
future environmental conditions versus
anticipated future somatic decline
explain the developmental timing of the
explore—exploit shift?

How are progressive specialization,
developmental narrowing, and explore—
exploit shifts related?

Does enrichment decelerate the shift
from exploration to exploitation? If so,
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